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Abstract— An artificial neural network (ANN) is a
kind of human brain learning method software
simulation. ANN is suitable for classification issues and
has proven successful in many practical applications.
Signal interference, power consumption, and signal noise
are the main issues in signal processing research. This
paper proposes AALR; this project attempts to develop a
neural network demodulator and machine learning
technology. As a result of the new concepts, the neural
network demodulator processing speed has improved by
88%, increasing output accuracy by 7%.

Keywords—Ilearning rate, machine learning, neural
network demodulator, signal processing.

I. INTRODUCTION

Wireless communications have become one of the fastest-
growing areas in our modern lives and have created an
enormous impact on nearly every feature of our daily lives.
Signal modulation is mixing information or data with an
electric signal to transform the data into form an
electromagnetic wave to transmit it via the atmosphere.
Digital modulation techniques are distinguished from analog
modulation techniques by their capacity for communicating
superior amounts of information. The process of extracting
data from the modulated signal is called signal demodulation.
Researchers have recently used an artificial neural network as
a signal demodulator for its ability to enhance signal symbols
classification. Still, researchers end up with the slowness
issue of neural network processing, making it challenging to
use it in existing communication systems.

To overcome this issue, Zeng et al. [2] presented an
algorithm called automatic noise reduction, which identifies
and removes noisy data using the ANNs multi-layer
framework. The mechanism performed well for the noise
level below 30% but degraded as the noise level exceeded 50
%. Zhao et al. [3] proposed convolutional neural networks
(CNN). However, the error rate of quadrature phase shift
keying (QPSK) demodulation is still higher than that of
binary phase shift keying (BPSK).

II. LEARNING RATE

Learning rate is a hyper-parameter that manages the
adjustment of the network weights concerning the loss
gradient. If the /r value is too small, the network needs more
learning loops to reach the lowest possible error rate.
Otherwise, the neural network will exceed the minimum error
rate. Therefore, the result is inaccurate output. In other words,
the amount of change in the weight variable of each learning
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epoch is called a learning rate or a learning step. A primary
factor determines the number of iterations to achieve the most
accurate result with the fewest learning iterations possible.

In this paper, the accelerated adaptive learning rate
concept is proposed. This concept improves the signal
processing field by developing neural network demodulators.
This research will focus mainly on ANNDs as an application
of neural networks in the communication field.

III. SUPERVISED LEARNING

The goal of supervised learning methods is to detect the
relation between independent variables and a dependent
variable, also known as input attributes and a target attribute,
respectively. The relation is embodied structurally in a model.
In general, models describe phenomena inherent in the
dataset, making it useful for predicting the target attribute
given the input attributes. Hence, the supervised learning
methods offer potential applications in various fields, such as
finance and manufacturing.

The supervised models can be classified into two:
classification models and regression models. The former plot
the input space into predefined classes. As an example,
classifiers can distinguish between mortgage consumers
based on their payback timeliness. On the other hand, the
former is able to map the input space into the real valued
domain. In this case, given the characteristics of a product,
regression can predict the demand for that product.

Other methods to represent classifiers are available, such as
support vector machines (SVM), decision tree, summaries of
probabilistic, etc. Classification is one of the most researched
models and has found many applications. The benefits of
classification have been increasing owing to its contribution
to other fields in data mining.

IV. NEURAL NETWORK DEMODULATOR

A neural network demodulator (NND) is an ANN
explicitly customized for digital signal processing. NND is
used extensively for the demodulation process of the digital
signal. The demodulation process of NND is injecting the
modulated digital signal into the input layer nodes of NND.
The input values (X}, X2, ...., X;) indicate the modulated signal.
The input, neural network weights, and output values can be
real, binary, or bipolar numbers.

The each node output in the hidden layer is expressed as

follows:
1

X = —swx (2.2)
Where —— is known as Sigmoid Activation Function.



Figure 2 illustrate the proposed multi-layer NND. The
input layer comprises a y(t) sample of each symbol from the
transmitted QAM signal.
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Fig. 2: NND with multi-layer for QAM signal.

V. LEARNING ALGORITHM

A. Error Function and Gradient Descent

In the learning process, an error function E is defined by
quantifying the difference between result of computation by
the perceptron and the actual value of the input over a set of
input-output pairs. An error function is typically defined over
the set: the typical way is to define an error function E over
the pairs set X={(%; 7, Y1~ )srerreen- (%", )} such that E(X,
0) is small when fy(x;™) = (y,~) for all i where 6 is ANN's
parameters (weight vectors and biases) and fy is an activation
function.

Mean squared error (MSE) commonly used for E in
regression problems or to use the cross-entropy in
classification. Hence, given X, the training serves to
minimize error E(X, 8) with respect to the parameter values.
For instance, for the MSE function with two input-output
pairs X = {( x;7,¥17), ( x,7,¥,7)} and an ANN with
parameters @ that outputs fp(x;~) for input X, the error
function is expressed as follows:

E(X,0) = 1—fe(E1)? + (2—fg(*2)?

. : 2.3)

The minimum of the error function can be found by invoking
the gradient descent method, which is chosen due to its
capability in minimizing differentiable functions. The
gradient descent evaluates the function f gradient at a point
theta, finds the direction with the minimum gradient, and
moves toward the direction, moving depends on step size #,
finding a nearby value x" = x — n * Vf(x) which /' (x)<f(x),
by repeating this process until a minimum is found, or
becomes smaller than some threshold.

B. Backpropagation

Backpropagation or backward-propagation is a training
algorithm used for neural networks supervised learning
method by using gradient descent. giving the neural network
an error function to determines the error function gradient
regarding the weights of the neural network.

Using gradient descent to train a neural network requires
the error function gradient calculation E£(X, 0) with respect to
the weights Wi’j- and biases b¥. Then, each iteration of gradient
descent updates the weights and biases (collectively denoted
0) according to the learning rate m, the neural network
parameters update can expressed as follows:

AE(X,0¢)
Ors1 =0 — UTt

24)
where 6, presents the neural network parameters at iteration
t in gradient descent.

The error function in classic backpropagation is the mean
squared error

E(X,0) = 2.3, (5 — 1) 2.5)

Where y; is the target value and y; is the network output.

Backpropagation is a solution to a long-time problem of
gradient determination caused by the complexity of the ANN
structure. Backpropagation is applicable for both feed-
forward and recurrent ANNs and makes it possible to train
non-trivial ANNs.

C. Accelerated Adaptive Learning Rate

The updated value of learning rate for each epoch can be
expressed as follows:

~ dE(X,0 J0E(X,6
Ir tanh e ifl ( t)l s ( ( t))
s [ a0 |, 00 /i
1=5z
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Where n represents the learning rate, a denotes the
accelerated step of updating the learning rate value and § =

Ir x 1072 where Ir is the range of learning rate for />0 and
OE(X,0p)
a0
iteration.

is known as gradient of error function and ¢ is the

VI. QUADRATURE AMPILTUDE DEMODULATION

Quadrature Amplitude Modulation (QAM) is a
modulation scheme used in digital communication systems.
It uses two orthogonal carriers, the in-phase and the
quadrature, that are each amplitude-modulated.

QAM is used extensively as a digital telecommunication
systems modulation scheme. Setting constellation size of
QAM can achieve arbitrarily high spectral efficiency, limited
by the linearity of the communication channel and the noise
level. QAM is usually square, with the most common forms
are 16-QAM, 64-QAM, and 256-QAM.



VII. SIMULATION AND DISCUSSIONS

A. Simulation Experiment

ANN demodulator in this experiment contains three-
layer. The input layer to receive the modulated signal, the
hidden layer, and the output layer to output the desired data.
PYTHON programming language is used to build the ANN
demodulator modules, in which the Sigmoid transfer function
is applied as the activation function of all nodes for all
network layers.

The learning algorithm of the neural network is the
backpropagation algorithm. The simulation details are as
follows:

Type: 16-QAM coherent demodulator.

Filters: Band-pass and Low-pass filter.

Channel model: AWNG.

Data size = 1000 bit.

fc=4kHz.
fs =80 kHz.
snr=-15dB

Phase offset at received signal = % .

NN demodulator parameters:

Iteration = 1000

Input data: Signal Samples, 100 sample per symbol
Activation function: Sigmoid

Learning rate: Accelerated Adaptive Learning Rate (AALR)

B. Simulation Result

Figure 3 shows the difference of the neural network
performance using constant learning rate and Accelerated
Adaptive Learning Rate, and figure 4 presents the BER
versus SNR. This experiment resulted in a single hidden layer
neural network for 16-QAM signal with SNR = 10.
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Fig. 3: The difference between a constant learning rate and
the new AALR in the learning rate range = 10
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Fig. 4: The BER vs SNR comparison between standard 16-
QAM demodulator and neural network 16-QAM
demodulator AALR

VIII.CONCLUSION

A constant learning rate (/) has shown to be less effective
in obtaining fast and accurate output in signal processing.
Artificial Neural Networks Demodulators (ANNDs) use the
accelerated adaptive learning rate concept to enhance the
accuracy of the output signal through the backpropagation
machine learning algorithm. The learning process requires an
error function E to quantify the difference between the
computed output of the perceptron and the actual value for
the input. Since finding the minimum analytically is
impossible, gradient descent is used to find a function
gradient at a particular value and then update that value. A
single hidden layer neural network for 16-QAM signal with
SNR = 10 results in BER 1072 based on 55 errors compared
to the standard demodulator which results in BER 107! based
on 128 errors, the neural network demodulator processing
speed has improved by 88%, increasing output accuracy by
7%.
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